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Introduction

Dynamic regression models extend multiple regression models by allowing for independent variables to
be incorporated as leading indicators of the dependent variable and to account for autocorrelation of
the dependent variable. Dynamic regression models can be built in the JMP® Time Series Platform.

Manufacturing processes data is often a time series with process input characteristics and the final
output quality varying over time. A dynamic regression model may be used to ascertain how to adjust
process parameters to control the variability of process output quality.

In business, market mix models are used to evaluate the return on investment of different advertising
strategies. A dynamic regression model can be used to evaluate the return on investment of advertising
spend by different media, a market mix model. One can use the model to more efficiently allocate
advertising budgets.

Background
A simple example of a multiple linear regression model is given by the following equation.
Y =B+ B1X1 +BX; + ¢

The model assumes that the mean of the response given the independent or input variables can be
represented by a linear combination of the inputs. It also assumes that the deviations of the observed
values from the mean represented by the error term are independent and normally distributed with a
mean zero and constant variance.

A comparable time series regression model is represented by the following equation.
Yo = Bo + B1Xae + B2Xor + &

The only difference in notation is the inclusion of the subscript t. However, this implies that the order of
the data is important. The data must be sorted from oldest to the most recent observation and must
have equally spaced time intervals between the observations, a time series.

Dynamic regression models are an extension of multiple linear regression. One extension is to
accommodate the situation when the deviations from the mean are not independent but correlated.
The other extension is to have more complicated relations between an input and the response. The
equation below represents both of these extensions.

(1—=6,B)(Y; — Bo — B1 X1t — ﬁ2X1(t—1)) =&
The Backward Shift Operator, B, is defined as
B(Z)) =Zi1

JMP® uses the equivalent expression below.

Ye = Bo + B1X1t + B2X1¢-1) = (1/(1 — 6,B))&;



The response depends on both the current value of the input and on the previous value of the input.
The response also depends on the previous value of itself. Consequently the term autocorrelation,
correlation with itself.

Models like these can be fit in the JMP® Time Series Platform using the Transfer Function Specification
window. The term transfer function is natural. The function describes how variation in the input is
transferred to the response.

Manufacturing Process Description

A pharmaceutical manufacture of over-the-counter medications sells a product in 6 fluid ounce bottles.
Because the viscosity of the product depends on ambient temperature, bottles tend to contain more
product when temperatures are higher, and less when cooler. The space is conditioned but the
temperature still varies by time of day. Fill volume can be adjusted by controlling the speed of the
pump. The filling line fills 12 bottles about every five seconds. The target is set about 6.15 ounces to
essentially eliminate the chance of under fill.

This demo illustrates how one can quantify the relationship among temperature, pump speed, and fill
volume. Once quantified, the variability of fill volume can be reduced by adjusting the pump speed to
compensate for changes in temperature that affect the viscosity of the product. With less variability,
the target fill volume can be reduced with very small chance of under fill. Hence, substantial saving can
be attained by reducing the average fill volume.

Manufacturing Process Data Demonstration.

A subset of the manufacturing process data table is show below.

q = FV_ConPumpSpe

- TimelD Temperature Con_pumpSpeed ed PumpSpeedl FV_PumpSpeedl PumpSpeed2 FV_PumpSpeed? PumpSpeed3 FV_PumpSpeed3
1 18Jun20186:00:0.. 687 45 6.11 46 6.13 4,643 6.14 4,243 6.07
2 18Jun20186:15:0.. 6EE 45 6.14 46 6.15 4,632 6.16 4,232 6.09
3 18Jun2018 6:30:0... 689 45 6.15 46 6.16 4.621 6.17 4221 6.1
4 18Jun2018 6:450.. 69 45 6.12 46 6.14 461 6.14 421 6.07
5 18Jun20187:00:0.. 691 45 6,13 45 6.14 4,599 6.15 4,199 6.08
6 18Jun20187:150.. 69.2 45 6.14 45 6.14 4,588 6.15 4,188 6.08
7 18Jun20187:30:0.. 694 45 6.16 45 6.16 4,566 6.17 4,166 6.1
8 18Jun2018 7:450.. 695 45 6.14 45 6.14 4.555 6.15 4,155 6.08
9 18Jun2018 8:00:0... 696 45 6.15 45 6.15 4.544 6.16 4.144 6.09
10 18Jun2018 &:130.. 697 45 6.11 45 6.11 4533 6.12 4.133 6.05
11 18Jun2018 8300, 699 45 6.13 45 6.13 4511 6.14 4.111 6.06
12 18Jun2018 &:450.. 70 45 6.1 45 6.1 45 6.11 41 6.03
12 1R hn 201 & QAR 7n A& A17 A5 17 A ARG A1 A NGO A 5

The data table contains nine columns. The first column is the TimelD, a JMP® date-time value in 15
minute increments. Temperature is degrees Fahrenheit of the plant. The column FV_ConPumpSpeed is
the fill volume in fluid ounces of the product when the pump speed does not vary. The pump speed is
gallons per minute. To ascertain the effect of pump speed and temperature, pump speed was varied as
a function of temperature as shown in the PumpSpeed1 column. The measured fill volumes as given in
the FV_PumpSpeedl column. The PumpSpeed2 column gives the adjusted pump speed based on the
results of the experiment. FV_PumpSpeed2 gives the fill volumes for PumpSpeed2. Because the
variability of the process was reduced, the average pumps speed can be reduced as shown in the
PumpSpeed3 columns. The FV_pumpSpped3 column contains the measured pump speed for
PumpSpeed3.



The above data are simulated but realistic based on the actual process. The realism was confirmed by

my anonymous source of the process details.

To open the Time Series Platform, select Analyze, then Specialized Modeling, and then Time Series.

The Time Series dialog opens.

-

[*110 Columns

A TimelD

A Temperature

A Con_pumpSpeed
A FV_ConPumpSpeed
A PumpSpeedl

A FV_PumpSpeedl
A PumpSpeed2

A FV_PumpSpeed2
A PumpSpeed3

A FV_PumpSpeed3

Autccorrelation Lags

25

Forecast Pericds

25

¥, Time Series

T
kb Time Series - Autocorrelations - JMP Pro l = | =l & J
Meodel variables by their lagged values over time
-Select Celumns - Cast Selected Columns into Roles -Action

required numernc
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Cancel
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Help
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Data must be sorted by time, evenly spaced.
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Assign the columns to their roles as show below.
kb Time Series - Autocorrelations - JIMP Pro | = = P |
Model variables by their lagged values over time
-Select Columns —————————————— - Cast Selected Celumns into Roles -Action

[*110 Columns

A TirmelD

4 Temperature

A Con_pumpSpeed
F] pSp
A PumpSpeedl

4 FV_PumpSpeedl
A PumpSpeed2

4 FV_PumpSpeed2
4 PumpSpeed3

4 FV_PumpSpeed3

Autocorrelation Lags
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Forecast Pericds

25
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Al FV_ConPumpSpeed

optional numeric

K
Cancel

Input List
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Remowve

X, TimelD

TimelD
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Help
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Data must be sorted by time, evenly spaced.

»
O
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After selecting OK, the following graphs appear.



r

b processdata - Time Series of FV_ConPumpSpeed by Temperature - JMP Pro = & =
£ [=| Transfer Function Analysis
4 Time Series FV_ConPumpSpeed
- 6.25 Mean 6.1437847
v ; - Std 0.0404048
g 62 N 288
g 615 I 1 Zero Mean ADF -0.056988
e Single Mean ADF  -4.867345
4 61 § TrendADF -4,94023
S
6.03
18Jun2018 4:00:00 PM 20Jun2018 12:00:00 AM
TimelD
[> Time Series Basic Diagnostics
4 Input Time Series Panel
4 |~ Input Series: Temperature
72 Mean 70
715 Std 1.4128871
En N 288
e ?%3 Zero Mean ADF -0.06085
2 6o5 Single Mean ADF  -0.541288
= 60 Trend ADF -1.085608
685
68
18Jun20184:00:00PM  20Jun2018 12:00:00 AM
TimelD
[* Time Series Basic Diagnostics
28 Ov

Obviously, fill volume and temperature are highly correlated. The fill volume is highest when the

temperature is warmest.

Expand the Time Series Basic Diagnostics.

£ Time Series Basic Diagnostics
Lag AutoCorr -8-6-4-20.2 .4.6.8 Ljung-BoxQ p-Value Lag Partial
0 1.0000 . . 0 1.0000
1 00043 / 287720 <.0001* 1 0093
2 0988 { [ 570.946 <.0001 2 -0.3428
3 08710 [ | 847221 <0001 3 -0.3110
4 08532 (i 111441 <0001 4 -0.2018
5 00313 [ [ 137038 <.0001 5 -0.1940
6 09057 N | 161331 <.0001 6 -0.1443
7 08766 | 184170 <0001 7 -0.0901
g 08437 [ 205401 <0001 g8 -0.1558
9 08073 l‘ | 224812 <0001 9 -0.1055
10 07677 | ] 242617 <0001 10 -0.0971
11 07253 l‘ 258477 <0001 11 -0.0437
12 0.6800 I 272470 <0001 12 -0.0725
13 06320 ‘ 284601 <0001 12 -0.0889
14 05818 I 294917 <0001 14 -0.0359
15 0.52%4 | 30342 <0001 15 -0.0512
16 04750 310418 <0001 16 -0.0789
17 04190 | == | 315829 <0001 17 -0.0184
18 0.3619 I 319880 <.0001 18 -0.0131
19 030% K 122742 19 -0.0346
20 02443 = 324602 20 -0.0661
21 01843 = 325665 21 -0.0433
22 0.1240 | HE 326147 <.0001 22 -0.0262

-8-6-4-20.2 46 .8
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The autocorrelation and partial autocorrelation plots are displayed. These plots are useful to identify
candidate models that account for the autocorrelation that is often present in time series data.
However, because of the high correlation with temperature, it is premature at this time to construct

models.

To fit a linear regression model with temperature as the independent variable, from the red triangle
beside Transfer Function Analysis drop down menu select Transfer Function. The following window

appears.



E% Transfer Function Model Specification &
Specify Transfer Function Model
Moise Series Orders Choose Inputs Inputs Series Orders
FV_ConPumpSpeed Temperature Temperature
P, Autoregressive Order 0 s1, Order of Numerator Operator 0
d, Differencing Crder 0 d1, Order of Differencing Operator 0
| g, Moving Average Order | 0 rl, Order of Denominator Operator 0
P, Autcregressive Order 0 s2, Order of Seasonal Mumerator Operator 0
D, Differencing Crder 0 d2, Order of Seasonal Differencing Operator | 0
Q. Moving Average Order | 0 r2, Order of Seasonal Denominator Operater | 0
S, Observations per Period [12 S, Observations per Period 12
L, Input Lag 0
Intercept
[] Alternative Parareterization
Constrain fit
Forecast Periods
Prediction Interval 095 |
Estimate | [ Cancel H Help
A y

Select Estimate.

The model summary is shown below.

A = | Transfer Function Model (1)
< Model Summary

DF 286
Sum of Squared Errors 0.12979357
Vanance Estimate 0.00045382
Standard Deviation 0.0213031
Akaike's "A' Information Criterion  -1397 6662
Schwarz's Bayesian Criterion -1390.3403
RSquare 0.723%469
RSquare Adj 0.72208168
MAPE 0.27846356
MAE 0.01710156
-2Loglikelihood -1401 6653

4 Parameter Estimates

Variable Term Factor Lag Estimate Std Error t Ratio Prob:>|[t]
Temperature Mum0,0 0 0 0.0243321 0.0008824 2758 <.0001*
Intercept 0 0 4.4405301 0.0617785 7188

FV_ConPumpSpeedt =4.4405 4 0.0243 » Temperature Ty

The slope for Temperature is 0.0243 gallons per minute. For every increase of one degree, the average
fill volume increases by 0.0243 ounces.

Examine the Residuals.



4 Residuals
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Lag AutoCorr -.8-6-4-20.2 . 4.6.8 LjungBoxQ p-Value

0 1.0000
1 0.44685
2 0.2207
3 0.1154
4 0.0393
5 -0.0332
6 0.0177
7 -0.0001
& -0.0678

9 -0.0968
10 -0.0851
11 -0.0635
12 -0.0679
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There is no obvious pattern in the residual plot. However, the autocorrelation and partial
autocorrelation plots suggest that an autoregressive term of order 1 (AR(1)) is necessary to model the

o7 oA

autocorrelation in the residuals.

From the red triangle drop down menu beside Transfer Function Analysis, select Transfer Function

i Bl 580057 -
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823622 -
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Lag

L= = R T

Partial
1.0000
0.4465
0.0267
0.0004
-0.0250
-0.0579
0.0683
-0.0237
-0.0810
-0.0506
-0.0167
0.0059
-0.0366
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again. Enter a one (1) for the Autoregressive Order as show below.

=% Transfer Function Model Specification
B% Transfer Function Model Specificati =
Specify Transfer Function Model
Moise Series Orders Choose Inputs Inputs Series Orders
FV_ConPumpSpeed Temperature Temperature
p. Autoregressive Crder 1 s1, Order of Numerator Operator 0
d, Differencing Crder 0 d1, Order of Differencing Operator 0
g Moving Average Order | 0 rl, Crder of Denominator Cperator 0
P, Autoregressive Order 0 52, Order of Seasonal Mumerator Operator 0
D, Differencing Crder |0 d2, Order of Seasonal Differencing Operator | 0
Q. Moving Average Crder | 0 12, Order of Seasonal Denominator Operator | 0
S, Observations per Period |12 S, Cbservations per Period 12
L, Input Lag 0
Intercept
[] Alternative Parameterization
Constrain fit
Forecast Periods
Predicticn Interval 095
[ Estimate ” Cancel ” Help

Select Estimate.

The second model summary is shown below.




A Time Series FV_ConPumpSpeed
< = | Transfer Function Model (2)
< Model Summary

(g 283
Sum of Squared Errors 0.10390253
Variance Estimate 0.00036457
Standard Deviation 0.01909372
Akaike's "A' Information Critericn  -1459.5222
Schwarz's Bayesian Critericn -14485333
RSquare 0.77901304
REquare Adj 0.77746226
MAPE 0.25445112
MAE 0.01562814
-2LoglLikelihood -1465.522
< Parameter Estimates

Variable Term Factor Lag Estimate Std Error t Ratio Prob= |t|
Temperature MNum,0 0 0 0.0243550 0.0014174 17.18 =«
FV_ConPumpSpeed ARL1 1 1 0.4452581 0.0526050 846

Intercept 0 0 4.4382020 0.0002252 4474

1
FV_ConPumpSpeed , =4.4389 +0.0244 - Temperature , +| ——|-e,
( 1-04453 B )

The factor in the last term reflects the AR(1) term in the model. The current value of fill volume
depends on temperature but also the fill volume in the previous time interval.

Examine the Residuals.

4 Residuals
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TimelD
lag AutoCorr -8-6-4-202.A4.68 lungBoxQ pVale Lag Partiol -8.6.4-202.4638
0 1.0000 . 5 0 1.0000 :
1 -0.0107 i 0.0336 0.85345 1 -0.0107
2 0.0190 0.1380 0.9328 2 0.0189
3 0.0278 0.3661 0.9472 3 0.0283
4 0.0138 0.4223 0.9806 4  0.0141
5 -0.0809 23527 0.7985 5 -0.0818
6 0.0448 ! 2,9480 0.8153 6 0.0421 I !
7 0.0280 3.1816 0.8677 7 0.0318 g
8 -0.0474 [ 3.8532 0.8701 & -0.0448
a -N N80 B AQNTE N 8eA?2 a .nnRIs

These plots suggest that the AR(1) term is adequate for modeling the autocorrelation in the data.
Now examine the Model Comparison Table.

£ Model Comparison

Report Graph Model DF  Variance AIC SBC RSquare -2loglH ¢
- = Transfer Function Model (2) 285 0.0003646 -1459522 -1448533 0.779 -1465.522
- = Transfer Function Model (1) 286 0.0004338 -1397.666 -1390.340 0.724 -1401.666



By all the metrics, the second model is superior.

To ascertain how changing pump speed effects fill volume, bring up a new instance of the Time Series
Platform and enter assign the variables to their roles as show below.

r |'\

T
Ab Time Seres - Autocorrelations - JMP Pro | =  [E 2 J

Model variables by their lagged values over time

-Select Columns ———— - Cast Selected Columns into Roles ——— - Action
=110 Columns Al FYV_PumpSpeedl

A TimelD optional numeric
A Temperature

A Con_pumpSpeed
A FV_ConPumpSpeed

Cancel

Input List || 4l Temperature

fel] e

:Pum Speedl Al PumpSpeedl Remove
=l optional numeric

A PumpSpeed2

A FV_PumpSpeed2 :

A PurmpSpeed3 X, TimelD | TimeD Help

A FV_PumpSpeed3

i

By optional

Autocorrelation Lags 25
Forecast Pericds 25

Data must be sorted by time, evenly spaced.

E

B

Select OK. The following plots appear.



b processdata - Time Series of FV_PumpSpeedl - IMP Pro = | = PS

£ = Transfer Function Analysis B
£ Time Series FV_PumpSpeedl

6.24 Mean 6.1435417
o 82 Std 0.0281481
] 6.18 N 288
@ 6.16 Zero Mean ADF  -0.057141
£ oM Single Mean ADF  -7.442175
o 61 Trend ADF -7.445037
T 6.08
6.06
18Jun2018 4:00:00 PM 20Jun2018 12:00:00 AM
TimelD
[ Time Series Basic Diagnostics
< Input Time Series Panel
4 =/ Input Series: Temperature
72 Mean 70
715 Std 1.4128871
71 N 288 L
705 ZeroMean ADF  -0.06985 1

Temperature
=
=

69.5 Single Mean ADF  -0.541288
69 Trend ADF -1.085608
685
68

18Jun2018 4:00:00 PM 20Jun2018 12:00:00 AM
TimelD

[ Time Series Basic Diagnostics
4 =/ Input Series: PumpSpeedl
Mean 45
47
4,65 rl 1'[ ﬂ Std 0.106066
46 |m —— -— —- 288
4.55 | ZeroMean ADF  -0.054328

PumpSpeedl
=
Ln

) | Single Mean ADF  -2.322581
44 1-[ - l-[ 1-[ H 1—1 Trend ADF -2.4809507
4.35
43 - - -
18Jun2018 4:00:00 PM 20Jun2018 12:00:00 AM
TimelD B
[* Time Series Basic Diagnostics i

B O

From the Red Triangle beside Transfer Function Analysis drop down menu, select Transfer Function. In
the Time Series Model Specification window includes an AR(1) term as shown below.

— =
% Transfer Function Model Specification =
Specify Transfer Function Model
Noise Series Orders Choose Inputs Inputs Series Orders
FV_PumpSpeedl Temperature Temperature PumpSpeedl
p. Autoregressive Order 1 PumpSpeedl s1, Order of Numerator Cperator 0 0
d, Differencing Order 0 d1, Order of Differencing Operator 0 0
g, Moving AverageOrder | 0 rl, Order of Denominator Operator 0 0
P, Autoregressive Order 0 2, Order of Seasonal Numerator Operator 0 a
D, Differencing Crder 0 d2, Order of Seasenal Differencing Operator | 0 0
Q. Moving Average Order | 0 r2, Order of Seasonal Denominator Operator | 0 0
S, Observations per Peried |12 S, Observations per Pericd 12 12
L, Input Lag 0 0
Intercept
[T] Alternative Parameterization
Constrain fit
Forecast Pericds Ijl
Prediction Interval @l
Estimate | [ Cancel | [ Help

Select Estimate. The model summary appears.



4 = Transfer Function Model (1)
4 Model Summary

DF 284
Sum of Squared Errors 0.10382826
Variance Estimate 0.00036559
Standard Deviation 0.01912047
Akaike's 'A' Information Criterion  -1457.7363
Schwarz's Bayesian Criterion -14430844
RSquare 0.54498727
RSquare Adj 0.5401808
MAPE 0.250360983
MAE 0.01537877
-2Loglikelihcod -1465.7362
4 Parameter Estimates

Variable Term Factor Lag Estimate Std Error t Ratio Proh>|t|
Temperature Mumd,0 0 0 0.0246071 0.0032186 7.65 <0001
PumpSpeedl Num0,0 0 0 01757678 0.0410514 428 - ’
FV_PumpSpeedl ARL1 1 1 04377999 0.0531272 8.24

Intercept 0 0 36300709 0.3998204 9.08

1

FV_PumpSpeedl , ={ 3.6301 +0.0246 - Temperature , |+0.1758 « PumpSpeedl |, +|——— €,

(1 -04378 -B )

The model indicates that for every one unit increase in temperature fill volume increases by 0.0246 fluid
ounces and for every one unit increase in pump speed, fill volume increases by 0.1758 ounces.

Examine the Residuals.

4 Residuals
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TimelD
lag AutoCorr -8-6-4-20.24.68 ljung-BoxQ p-Value Lag Partial -8-6-4-20.2.4638
0 1.0000 . . 0 1ooool © i Gl
1 -0.0148 0.0636 0.8009 1 -0.0148
2 0.0168 0.1465 0,92 2 00166
3 0.0373 0.5546 0.9067 3 0.0378
4 0.0490 1.2601 0.8681 4 0.0499
5 -0.0724 2.8080 0.7296 5 -0.0724
6  0.0471 34647 0.7487 6 0.0422
7 00236 | ; ; 3.6304 0.8212 700238 |
g 00538 ;i 0o 44936 0.8101 g -00523 i ¢ il

The residuals indicate that the AR(1) term is adequate for modeling the autocorrelation.

Now that the relationship among fill volume, temperature, and pump speed has been quantified, by
adjusting pump speed appropriately, the variability of fill volume can be reduced.

Open a new instance of the Time Series Platform. Assign the variables to their roles as shown below.

10



b Time Series - Autocorrelations - JMP Pro = = =

Meodel variables by their lagged values over time

Select Columns Cast Selected Columns into Roles Action
* 10 Columns 4l Fv_PumpSpeed?2
A TimelD optional numeric
A Temperature Cancel

A Con_pumpSpeed

A FV_ConPumpSpeed A Temperat
_ perature
A PumpSpeedl Input List

Al PumpSpeed? Remove

A Fv_PumEsEeedl optional numeric
4 o optional numernc Recall
A FV_PumpSpeed2

A PumpSpesd3 % TimeID | TimelD Help
A FV_PumpSpeed3 optional

Autocorrelation Lags 23 Data must be sorted by time, evenly spaced.
Forecast Pericds 25
2 O~
&
Select OK. The following graphs appear.
b processdata - Time Series of FV_PumpSpeed2 - IMP Pro = | & &
£ = | Transfer Function Analysis
4Time Series FV_PumpSpeed2
6.22 Mean 6.1436458
o 62 Std 0.0227968
g gig N 288
v 6I14 Zero Mean ADF -0.057081
g 6Il2 Single Mean ADF -9.44530
2 61 Trend ADF -9.428851
" 608
6.06
18Jun2018 4:00:00 PM 20Jun2018 12:00:00 AM
TimelD
[ Time Series Basic Diagnostics
< Input Time Series Panel
£ =/ Input Series: Temperature
72 Mean 70
715 Std 1.4128871
71 N 288

Zero Mean ADF -0.06985

69.5 Single Mean ADF  -0.541288
69 Trend ADF -1.085608
68.5
68

18Jun2018 4:00:00 PM 20Jun2018 12:00:00 AM
TimelD

Temperature
-
(=]

[ Time Series Basic Diagnostics
£ =/ Input Series: PumpSpeed2

- Mean 45
Py Std 0.1554176

46 \ /\ /\ /\ N 288
455 ZeroMean ADF 0.040181

™~
=
a
=
wv
g 4is Single Mean ADF -0.541288
2 44 Trend ADF -1.085608

435

43

18Jun20184:00:00PM  20Jun2018 12:00:00 AM
TimelD

[ Time Series Basic Diagnostics

2H O«
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The mean of fill volume has not changed but the standard deviation has dropped from 0.404 to 0.0228,
a decrease of about 45 percent. Consequently, the target fill volume can be reduced by reducing the
average pump speed to 4.1 gallons per minute.

Open another instance of the Time Series Platform and assign variables and roles as shown below.

P

4t Time Series - Autocorrelations - JMP Pro l = | e
Model variables by their lagged values over time
Select Columns Cast Selected Columns into Roles Action
~ /10 Columns A FY_PumpSpesd3
A TimelD optional numeric
A Temperature
A Con_pumpSpeed
A FV_ConPumpSpeed :] AT t
- | Inpuhlist emperature
: PumpSpeead]l [ — il PumpSpeed3
FV_PumpSpeedl optional numeric
A PumpSpeed2 )
A F\V_PumpSpeedz2 -
‘WI : x Time ID TimelD

A FV_PumpSpeed3 optional

Autocorrelation Lags 23 Data must be sorted by time, evenly spaced.
Forecast Periods 25
@ O
| %
Select OK.
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-+ processdata - Time Series of FV_PumpSpeed3 - JMP Pro = B RS

£ = Transfer Function Analysis
£ Time Series FV_PumpSpeed3

6.14 Mean 6.0724653
M 612 Std 0.022527
g"_ 6.1 M 288
| Y 6.08 Zero Mean ADF -0.057456
E 6.06 Single Mean ADF  -9.622453
2 6.04 Trend ADF -9.606572
& 6.02
6
18Jun20184:00:00 PM 20Jun2018 12:00:00 AM
TimelD
[ Time Series Basic Diagnostics
4 Input Time Series Panel
£ =/ Input Series: Temperature
Mean 70

72
715 Std 14128871
71 N 288
e ZeroMean ADF -0.06985
6595 Single Mean ADF  -0.541288
69 Trend ADF -1.085608
685
68

18Jun2018 4:00:00 PM 20Jun2018 12:00:00 AM
TimelD

Temperature

[ Time Series Basic Diagnostics

£ =/ Input Series: PumpSpeed3

g Mean 41
4.95 Std 0.1554176
AFANNANNA| -
441]? Zero Mean ADF ~ 0.0383508

PumpSpeed3

4,05 Single Mean ADF  -0.541288
4 Trend ADF -1.085608
3.9
39
18Jun2018 4:00:00 PM 20Jun2018 12:00:00 AM
TimelD

[ Time Series Basic Diagnostics

A Ov

The decrease in average pump speed to 4.1 gallons per minute reduces the average fill volume from
6.144 to 6.072 fluid ounces, a savings of only 0.072 fluid ounces per bottle. However, when the
company produces 5 million bottles a year, the total savings is 360,000 fluid ounces and $69,000.

Market Mix Model

Business Application Description

A market mix model is a multiple regression model with the response sales in dollars and inputs the
amount of dollars spent on advertising by different media. Because the data is a time series, usually
autocorrelation is present so the assumption of independent errors is violated. It is often also the case
that there is a delay in advertising spend and impact on sales. Thus spend in some media is a leading
indicator of sales in the future.

A market mix model can be used to quantify the return on investment for each dollar spent by the
different media. Once the return on investment is quantified, it can be used to allocate future
advertising dollars. The model can also be used to plan future advertising strategies by examining
different allocation of a total advertising budget.

Market Mix Model Demonstration.

13



The market mix data table is shown below. It contains the weekly sales and advertising spend for a
nonperishable product. The data is based on real data but has been modified for demonstration

purposes

4 - Print v Direct

- TimelD Media Radio Mail Internet
1| 165ep2007 250 1520 120 352
2 | 235ep2007 210 1480 210 254
3 | 305ep2007 190 1380 414 246
4| Q70ct2007 180 1322 330 286
5| 14Cct2007 180 1250 530 270
6| 210ct2007 180 1170 530 313
7 280ct2007 200 1105 4449 265
& 04MNov2007 220 1105 343 283
9 11Nov2007 220 1002 225 265

Competing Sales
Sales Amount(0,000)
82,539 6,0015
80,219 4, 7884
84,681 4,679.8
88,307 5.6831
81,248 6,8287
82,833 80115
77484 7,5051
77453 77383
73,688 70057

Percent Sales
Ratio
57.90
6262
6441
60.84
54,33
50.83
50.80
50.02
51.26

Total
Advertising
2,242
2,154
2,230
2,318
2,230
2,183
2,019
1,851
1,712

The interval for the TimelD is week. The responses is Sales Amount(0,000) in units of $10,000. There
are five candidate inputs. The columns Print Media, TV Radio, Direct Mail, and Internet are dollar spend
in units of $1,000. The fifth is Percent Sales Ratio that is a function of Competing Sales and Sales
Amount. It is used in the model to account for how competition affects sales. Total Advertising is the
sum of spend over all media so is not a viable input if the four media are included.

It is very important when interpreting the model coefficients that one keeps in mind the scale of the

response and the inputs

Select Analyze, then Specialized Modeling and then Time Series to open the Time Series Platform
Dialog. Assign the variables to their roles as shown below.

A Percent Sales Ratio T

4 Total Advertising ————
X, Timep || TimelD

Autocorrelation Lags By | optional
Forecast Pericds

4 SzlesRatic 4l Percent Sales Ratio

.
¢ Time Series - Autocorrelations - JMP Pro = | = X
Model variables by their lagged values over time

Select Columns Cast Selected Columns into Roles Action
*11 Columns ¥, Tirne Seriesl 4l Sales Amount(0,000) Ok |
A TimelD optional numeric
A Print Media Cancel |
4 TV Radio
4 Direct Mail : A Total Advertisi
Inputlast ota vertising
M Internet nputH | 4l Print Media Remove |
4 Competing Sales 4TV Radio
Sales Amount(000) 4l Direct Mail @'
|Sales Amount(0,000) il Internet Help |

Data must be sorted by time, evenly spaced.

Select OK.

Plots of the response and candidate inputs by week are shown below.
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4 = Transfer Function Analysis
A Time Series Sales Amount(0,000)
Lu,uuu " Mean 55154682

g o000 4 Std 1196.7811

S 8000 g, s * N 88

g 7,000 ’ i. ” { '.. - Zero Mean ADF -0.43985

E 6000 ¢4 @ - AR YN Single Mean ADF  -2.672163 |=

N Pt Pl i .
g 5000 § X '.’-,,ﬂ-""'"-"-'o"-i'q'-'i i ";,.! L Trend ADF 2.756523
B 4,000 .
2 nnn
010ct2007 01Apr2008 010ct2008 01Apr2009
TimelD

[* Time Series Basic Diagnostics
A Input Time Series Panel
4 = Input Series: Total Advertising

2,500 Mean 795.00091

E" 2,000 'f"... Std 533.30474

% ™ N &8

v 1,500 | Zerc Mean ADF -2.344421

2 * "~i - Single Mean ADF -2.781771

F 1000 Pon™ &~ % [ | TrendADF -1,544763
= - s e F e
500 T i R WA

01Cct2007 01Apr2008 010ct2008 01Apr2009

TimelD

Notice that Sales Amount is rather flat except for a few spikes in late 2007 and late in 2008. Total
advertising spend has declined dramatically since late 2007. There appears to be several campaigns in
late 2008 and early 2009. Examine the advertising spend by different media in the plots below.
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[> Time Series Basic Diagnostics

4=/ Input Series: Print Media

. Mean 79.863636
L om e Std £5.043016
2 200 Nr * M 88
2 150 4 Zero Mean ADF -3.401638
£ 100 .-.tﬂ.\-_ Single Mean ADF  -2.736535
& e Trend ADF -2.052547
< \J ".."_""\-u
0
010ct2007 01Apr2008 010ct2008 01Apr2009
TimelD
[> Time Series Basic Diagnostics
4 =/ Input Series: TV Radio
Mean 300.22727
1500 %, Std 400.41734
o N 28
5 1000 L Zero Mean ADF -3.386532
oo \ t ] c
> 500 . o r Single Mean ADF -3,33714
- s _." - Trend ADF -1.731335
0 .5-. S ———— N lnu“.
010ct2007 01Apr2008 010ct2008 01Apr2009
TimelD
[> Time Series Basic Diagnostics
4|~ |Input Series: Direct Mail
- Mean 64.25
200 ’ . Std 119.26777
5 40t N 88
= 3004 | | Zero Mean ADF -1.614879
g 200 % Single Mean ADF -1,66606
= . | Trend ADF -1.902532
100 L -'!.E;
0 J T W W
010ct2007 01Apr2008 010ct2008 01Apr2009
TimelD
[ Time Series Basic Diagnostics
4 =/ Input Series: Internet
800 » Mean 35075
700 11 Std 106.33665
2 600 e ! N &8
E [ Zero Mean ADF -0.405252
g 500 n | e » :
E FiY B ” Single Mean ADF  -2.401447
4007 . Y S——" . L N Trend ADF -3.022724
00 Wan S N WA T .
200
010ct2007 01Apr2008 010ct2008 01Apr2009

TimelD i

It appears that the internet became a more important part of their advertising strategy starting in late
2008.

To fit the first model, from the red triangle beside Transfer Function Analysis drop down menu, select
Transfer Function to bring up the Specify Transfer Function Model window. Configure the options as

shown below.
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=y Transfer Function Model Specification
E% Transfer Function Madel Specificati =
Specify Transfer Function Model
Moise Series Orders Choose Inputs Inputs Series Orders
Sales Amount(D,000) || [T Total Advertising Total Advertising Print Media TV Radio Direct Mail Internet Percent Sales Ratio
p. Autoregressive Order 0 Print Media =1, Order of Numerator Operator o g g 0 ] 0
d, Differencing Order 0 EV Ratdh‘ﬁ | d1, Order of Differencing Operator 0 0 0 0 0 0
q, Moving Average Order | 0 Ir:tr:r[net = rl, Order of Denominator Operator 0 0 0 0 0 0
P, Autoregressive Order 0 Percent Sales Ratio s2, Order of Seasonal Numerstor Operator 0 0 0 o 0 0
D, Differencing Order 0 d2, Order of Seasonal Differencing Operator 0 ol ol 0 0 0
Q. Moving Average Order | 0 12, Order of Seasonal Denominator Operator 0 0 0 0 0 0
S, Observations per Period (12 S, Observations per Period 12 12 12 12 12 12
L, Input Lag ] g g 2 ] 1
Intercept
[] Alternative Parameterization
Constrain fit
Forecast Periods ljl
Prediction Interval @‘
[ Estimate H Cancel H Help

Be sure to uncheck Total Advertising. A lag of two (2) was chosen for Direct Mail based on business
knowledge. A lag of one (1) was chosen based on business knowledge and some trial and error.

There are analytical methods to help chose a transfer function form and the lag for inputs that involve a
process called Prewhitening. (Box and Jenkins, Chapter 11.). Usually, some trial and error is still needed
to arrive at a “best” model.

Select Estimate.

The Parameter Estimates Table is below.

4 Parameter Estimates
Variable Term Factor Lag  Estimate 5tdError tRatio Prob>|t]

Print Media Num{,0 0 0 -0.342 0.3809 -0.90 0.3715
TV Radio Num(,0 0 0 -0.018 0.0650 -0.28 0.7763
Direct Mail Num0,0 0 0 6.233 0.2058 3029 <.0001°
Internet MNum(,0 0 0 10.579 0.1860 56.87 <.0001"
Percent Sales Ratic Num(,0 0 0 -5.706 48350 -1.18 02414

Intercept 0 0 1775222 370.9484 4,79 <.0001"

Some of the parameter estimates are not significant. However, because the possible autocorrelation
has not been accounted for, it is premature to conclude they are not important. Now examine the
model equation.

Sales Amount(0,000) a5 ((1??5.222 -0.3423 -Prin‘[Mediat )—0.0185 « TV Radio o )+ 6.2327 « Direct Mail e +10.579 Interne‘ct - 5.7062 » PercentSales Ratio fofl +e

The subscript for Direct Mail of (t-2) reflects the lag of two (2) specified. The subscript of (t-1) for
Percent Sales Ratio reflects the lag or one (1) specified.

Examine the Residuals.
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£ Residuals
300
200

Residual Value

Llag AutoCorr -.8-.6-4-20.2 4.6.8

0
1
2
3
4

5
6
7
8
]
0

fury

100

0 w'ne

010ct2007

1.0000
0.8737
0.7447
0.4957
0.2669
0.0456
-0.0979
-0.1695
-0.1708
-0.1025
0.0110

01Apr2008 01Cct2008 01Apr2009

==

TimelD
Ljung-Box Q p-Value lag Partial -.8-6-4-20.2 4.6 .8
. . 0 1.0000 : i
M 1 60.4988 - 1 08737 ! |
H 120.567 2 00793 I i
Wi 143.464 3 -0.5838
=1 ' 150.178 4 -0.1193 o
I : 150.377 5 0.1487 =
i 151.302 & 0.1085 Il
154.112 701347 0
157.000 g -0.0847 I
158.054 9 0043 I
158,066 <.0001* 10 0.1680 |

The pattern of the residual plot and in the autocorrelation and partial autocorrelation plots indicate that
there is strong autocorrelation in the residuals. The large spike at lag three (3) in the partial
autocorrelation plot suggest that an autoregressive term of order three (3) (AR(3)) is needed.

Bring up a second instance of the Transfer Function Model Specification window and specify the
options as shown below.

E% Transfer Function Model Specification

Intercept
[C] Alternative Parameterization
Constrain fit

Forecast Periods | 0]
Prediction Interval E
095 -

Noise Series Orders

. Autoregressive Crder
d, Differencing Order

q. Moving Average Order
P, Autoregressive Order
D, Differencing Order

Q. Moving Average Order
S, Observations per Period |1

Specify Transfer Function Model

Choose Inputs

Sales Amount(0,000) || [C] Total Advertising

3

0
0
0
0
0
2

Print Media
[¥]

Internet
Percent Sales Ratio

Inputs Series Orders

Total Advertising Print Media TV Radio Direct Mail Internet Percent Sales Ratio
<1, Order of Mumerator Operator 0 0 0 0 0
d1, Crder of Differencing Operatar
r1, Order of Denaminator Operator
s2, Order of Seasonal Numerator Operator
d2, Order of Seascnal Differencing Operator
r2, Order of Seascnal Denominator Operator
S, Observations per Period 1
L, Input Lag

=
olnloloolalo

oMo oooo
=
olmnloloolaala
=
rmimlololololo
=
olnloloalala
[
I EIEE)

Estimate || Cancel Help

The only change from the previous model is the inclusion of the AR(3) specification.

Select Estimate.

The parameter estimates for the second model are shown below.
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< Parameter Estimates

Variable Term Factor lag  Estimate StdError tRatio Prob:[t]
Print Media MNum?,0 0 0 1.0779  0.04150 2588 <0001
TV Radic Mum{,0 0 0 0.0095  0.00551 173 0.0882
Direct Mail MNum?,0 0 0 6.6587 0.00971 68551 <0001°
Internet MNum?,0 0 0 107141  0.00742 14441 <0001°
Percent Sales Ratic  Mum0,0 0 0 B.9666 011099 8078 <0001°
Sales Ameount(0,000) AR11 1 1 27284 0.03041 8977 <0001°
Sales Ameount(0,000) AR1,2 1 2 -26712 005705 -4682 <0001°
Sales Ameount(0,000) AR13 1 3 0.9379 0.03002 3123 <0001°

Intercept 0 0 6022261 95.68049 £.20 <0001

Print Media and Percent Sales Ratio parameters are now significant. TV Radio parameter is still not
significant but its p-value is much smaller than before.

Expand the Residuals window to ascertain if autocorrelation remains in the residuals.

A Residuals
-
-,
10 “ . . .
l:-" 5 1 . " : - * % - .
[ - L ]
Z e "*,'o ..'-"‘.b . . e
5 \'. . % .
.'E - r 1 - . -
z 5 Fd » *
o - Y
10 . ’
L]
-15 e
010ct2007 O1Apr2008  01Cct2008  01Apr2009
TimelD
lag AutoCorr -8-.6-4-20 .2 .4 6.8 Ljung-BoxQ p-Value Lag Partial -8-6-4-20.2 4 .6.8
0 10000f @il . . 0 10000 i i
1 0685 I 424071 <0001° 1 06825 | |
z 0.2661 . 48,0263 - ? -0.3740 | :
3 -0.0258 48,9887 - 3 -0.0438 I
4 01671 51,6211 -« 4 -0.0540 I
5  -0.1567 53.0631 - 5 0.0505
6 -0.0158[ | i i|i A 53.0877 - 6 0.1374
7 o1z78| ¢ i i @i oG 55.5850 <.000 7 0.0404
8 naezal 2o b WL 582077 <.0001* & -N.N448 Il

The plots indicate that there is still autocorrelation in the residuals. The plots suggest that higher order
autoregressive terms maybe needed.

After trying AR(4) and AR(5) terms, the algorithm that estimates the parameters failed to converge.
Convergence problems can happen when trying to fit time series models with a large number of
parameters. A given data set only will support models up to a specific level of complexity.

Though this model may not be perfect, it is useful. The model equation is shown below.

Sales Amount(0,000) q —((((602.2261 +1.0779 « PrintMedia . )+ 0.0095 » TVRadio o )+ 6.6587 » DirectMail . )+ 10.7141 = Internet o )+ 8.9666 » Percent Sales Ratio Qi

1
+ "€

2 3
(((1 -2.7294 «B )+2.6713 *B )7[}.9379 B )

t
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The regression coefficients in the model and be interpreted in the following way.

The Print Media coefficient is 1.078. Keeping in mind the difference in scale, for every dollar spent on
Print Media advertising returns $10.78. For Direct Mail, for every dollar spent two weeks before
increase sales by $66.59 in the current week. The other advertising coefficients can be interpreted
similarly.

Interpreting the actual values of the autoregressive terms is difficult. The most important fact is that
sales in the current week not only depend on the recent advertising spend and also on actual sales in
the prior three weeks.

The Interactive Forecasting feature can be used to illustrate the usefulness of the model.

4 Interactive Forecasting

Prediction Interval Import Inputs from Table|

10000
8000
=) * d
S 6000 e,
3Z
35 *
=
2 4000
=
2000

Select Import Inputs from Table.

Es Provide Data PY
[ mport |
= Untitled 4 Pl 4 -
- Print Media TV Radio Direct Mail Internet Percent Sales Ratio

| Columns (5/0)

A Print Media

A TV Radio

d Direct Mail

A Internet

A Percent Sales Ratic

~|Rows
All rows
Selected
Excluded
Hidden

Labelled

[=N=N= =

n 3

[ oK H Cancel |[ Help

A data table appears with columns named for the inputs in the model.
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Future sales as a function of the inputs can be produced by allocating the advertising budget to the
different media. For example, reallocate $100,000 from TV radio to Direct Mail as shown below. Recall
that the units of advertising spend are in thousands.

E% Provide Data P
Import |
| Untitled 6 Pl < - Percent Sales
~| Columns (5/0) - Print Media TV Radio  Direct Mail  Internet Ratio
4 Print Media z i 25 500 100 507 609
------ = 2 25 500 100 507 609
- | Rows 3 25 600 0 507 609
E\”I rDW; g 4 75 600 0 507 609 1
E::l:tdee z 5 5 25 600 0 507 609
Hidden ]
Lakelled 0 v
n [3
oK H Cancel H Help

A

The forecast based on these values is shown below.

7500

7000

Lo LLAL A IR RS RELY N

g

The three-step ahead forecast reflects the two-week lag in the effect of the increase in Direct Mail
spend. The blue lines are the 95% confidence bounds

Conclusions.

The JMP® Time Series Platform was used to fit dynamic regression models that are useful in industry
and business. A dynamic regression model was used to reduce the variability of a manufacturing
process that resulted in substantial cost savings. A dynamic regression models was used to develop a
business market mix model that allows one to examine the impact on sales of different allocations of
marketing dollars to different media.
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