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ABSTRACT

Improving Prediction of Cyber Attacks Using Ensemble Modeling

In 1998 DARPA developed a representative cyber-attack data set with over 20 attack 

types, 41 potentially causal factors, and nearly 5 million rows of data.  These and 

derivative data are analyzed using a variety of predictive models, including nominal 

logistic, decision trees, and neural models.  It will be shown that the ability to predict 

attacks can be further improved by averaging models.  Both simple algebraic averaging of 

model probabilities as well “ensemble modeling” - where models are used as inputs to 

other models - will be demonstrated.
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OUTLINE

• Goals

• Background

• Approaches and Strategies

• Model Averaging

• Visualize Results

• Summary
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GOALS

• Take “Data Mining Challenge” data set and develop best predictor model

• Learn about different approaches to data mining and model averaging
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ORIGINAL KDD DATA SET



Copyright © 2013, SAS Insti tute Inc. Al l  r ights reserved.

ATTACK TYPE 

BINNING
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RANDOM 

HOLDBACK 

SUBSETS

60% TRAIN = 0, 

20% VALIDATE = 1,

AND 20% TEST = 2

The Elements of Statistical Learning – Data Mining, Inference, and Prediction

Hastie, Tibshirani, and Friedman – 2001 

(Chapter 7: Model Assessment and Selection)
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R-SQUARE VS. #SPLITS

DECISION TREE MODEL

HONEST ASSESSMENT APPROACH

USING TRAIN, VALIDATE (TUNE), AND TEST SUBSETS
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ACTUAL VS. PREDICTED 

FOR TEST SUBSET FOR 

FOUR MODELS USING 

ALL 41 FACTORS
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DECISION TREE (BF) 

AND NEURAL NET (BN)
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ENSEMBLE 

MODELS

OUTPUTS OF 

FIRST TWO 

MODELS USED 

AS INPUTS FOR 

LAST TWO 

MODELS
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APPROACHES

& STRATEGIES

• “Honest Assessment” Approach – Divide Data into Train, Validate, & Test Sets

• Model 4 Largest of 22 Attack Types plus Normal

• Weight attack types by the inverse of their probability of occurrence so that rare 

events get more weight than common attacks

• Initial Analyses - Model with ALL 41 factors

• Use many types of models and select better ones to average

 Partition and Bootstrap Forest decision trees - (BF was better)

 Single-Layer, Dual-Layer, and Boosted (sequential) Neural Nets – (BN was best)

• Later Analyses - Down select to more critical few factors - 11 chosen using 

Bootstrap Forest decision tree method 

• Add 3 factors consisting of random data (Normal, Uniform, Integer)

• Stratify attack Types by Train-Validate-Test subsets

• Model the Bias – increase weight of misclassified cases (“Nate Silver” approach)
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DECISION TREES

• Also known as Recursive Partitioning, CHAID, CART

• Models are a series of nested IF() statements, where each condition in the 

IF() statement can be viewed as a separate branch in a tree.

• Branches are chosen so that the difference in the average response (or 

average response rate) between paired branches is maximized.

 For all factors bin factor values or levels into two buckets such that the means of the 

two buckets are as far apart as possible.

 Split on factor with the biggest difference in bucket means.

• Tree models are “grown” by adding more branches to the tree so the more of 

the variability in the response is explained by the model
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DECISION TREE

STEP-BY-STEP

Goal is to predict “Rejects” & “Accepts””

Overall Accept Rate is 84.44%

Overall Reject Rate is 15.56%

Candidate “X’s”

• Search through each of these

• Examine Splits for each unique level

in each X

• Find Split that maximizes “LogWorth”

• Will find split that maximizes

difference in proportions of the 

target variable
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DECISION TREE

STEP-BY-STEP

1st Split:

Optimal Split Screen Size 3 

& 4 vs. Screen Size 5

Notice the difference in the 

rates in each branch of the 

tree

Repeat “Split Search” across both “Partitions”

of the data.  Find optimal split across both 

branches.
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2nd split on Mill Time

(< 11 vs. >= 11)

Notice variation in 

proportion of “1” in 

each branch

DECISION TREE 

(STEP BY STEP)
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DECISION TREE 

(STEP BY STEP)

3rd split on Spray Rate

(>= 404.1 vs. < 

404.1))

Notice variation in 

proportion of “1” in 

each branch
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DECISION TREE 

(STEP BY STEP)

4th split on Exhaust 

Temp

(< 69.8 vs. >= 69.8)

Notice variation in 

proportion of “1” in 

each branch
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DECISION TREE 

(STEP BY STEP)

5th split on Force

(< 25.0 vs. >= 25.0)

Notice variation in 

proportion of “1” in 

each branch
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DECISION TREE 

(STEP BY STEP)
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DECISION TREE

11 FACTORS
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DECISION TREE - 11 FACTORS

BOOTSTRAP FOREST

DECISION TREE - 11 FACTORS
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BOOTSTRAP 

FOREST

• Bootstrap Forest 

 For each tree, take a random sample of the predictor variables (with replacement) –

e.g. pick half of the variables. Build out a decision tree on that subset of variables.

 Make many trees and average their predictions (bagging)

 This is also know as a random forest technique

 Works very well on wide tables.

• Can be used for both predictive modeling and variable selection.

• Allows for dominant variables to be excluded from some trees giving less 

dominant – but still important – variables a chance to be selected.

• Valuable approach for screening variables for use with other modeling 

methods – e.g. neural networks.



Copyright © 2013, SAS Insti tute Inc. Al l  r ights reserved.

SEE THE TREES IN 

THE FOREST

Tree on 1st Bootstrap 

SampleTree on 2nd Bootstrap 

SampleTree on 3rd Bootstrap 

Sample…
Tree on 100th  Bootstrap 

Sample
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AVERAGE THE 

TREES IN THE 

FOREST
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COLUMNS CONTRIBUTIONS – VARIABLE SELECTION W/44 FACTORS

ORIGINAL 41 FACTORS + RANDOM (NORMAL, UNIFORM & INTEGER)

Top 11 of 44
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BOOSTED TREE

• Beginning with the first tree (layer) build a small simple tree.

• From the residuals of the first tree, build another small simple tree.

• This continues until a specified number of layers has been fit, or a 

determination has been made that adding successive layers doesn’t improve 

the fit of the model.  

• The final model is the weighted accumulation of all of the model layers.
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BOOSTED TREE 

ILLUSTRATED

…

M1 M2 M3 M49

𝑀 = 𝑀1 + 𝜀 ∙ 𝑀2 + 𝜀 ∙ 𝑀3 +⋯+ 𝜀 ∙ 𝑀49

Models

Final Model

𝜀 is the learning rate
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NEURAL NETWORKS

• Neural Networks are highly flexible nonlinear models.  

• A neural network can be viewed as a weighted sum of nonlinear functions 

applied to linear models.

 The nonlinear functions are called activation functions. Each function is considered a 

(hidden) node.

 The nonlinear functions are grouped in layers. There may be more than one layer.

• Consider a generic example where there is a response Y and two predictors 

X1 and X2.  An example type of neural network that can be fit to this data is 

given in the diagram that follows
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EXAMPLE NEURAL 

NETWORK DIAGRAM

Inputs 2nd Hidden

Node Layer

1st Hidden

Node Layer

Output
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NEURAL NETWORKS

• Big Picture

 Can model:

» Continuous and categorical predictors

» Continuous and categorical responses

» Multiple responses (simultaneously)

 Can be numerically challenging and time consuming to fit

 NN models are very prone to overfitting if you are not careful

» There are several ways to help prevent overfitting

» Some type of validation is required
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NEURAL NET - 11 FACTORS

SINGLE-LAYER

NEURAL NET - 11 FACTORS

BOOSTED
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NEURAL MODEL

PREDICTION PROFILER

TOP 10 FACTORS
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NEURAL MODEL

PREDICTION PROFILER

TOP 5 FACTORS

USE OPTIMIZATION TO FIND MOST PROBABLE CAUSE OF ATTACK TYPE
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BOOTSTRAP FOREST

PREDICTION PROFILER

TOP 10 FACTORS
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TOP – FIT 41 FACTORS  |  BOTTOM - FIT 11 FACTORS  |  RESULTS COMPARABLE
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USE “NATE SILVER” 

APPROACH TO 

MODEL BIAS

• Add a column of data that weights the misclassified cases differently than the 

correctly classified cases.

• More heavily penalize errors in predicting Normal than errors in predicting 

wrong Attacks

• If prediction worsens, then invert bias correction
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ACTUAL VS. PREDICTED 

FOR TEST SUBSET FOR 

FOUR MODELS

ACTUAL VS. PREDICTED 

FOR TEST SUBSET FOR 

FOUR MODELS USING

11 FACTORS, ENSEMBLE 

MODELS AND BIAS
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ACTUAL VS. PREDICTED 

FOR TEST SUBSET FOR 

FOUR MODELS USING

11 FACTORS, ENSEMBLE 

MODELS AND BIAS
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HOW WOULD ONE 

USE THIS MODEL?

• Attackers are adaptive adversaries

• Must regularly update models

IMPORTANT ISSUE

• Monitor factor settings by capturing 1 million rows of traffic

• Drop into proper columns as inputs

• Have model predict Attack Type

• If prediction is NOT Normal, then investigate further

• Repeat process and automate
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SUMMARY

• Fit several data mining models to historic cyber attack data

• Used Honest Assessment Approach of dividing data into Train, 

Validate and Test subsets to prevent overfitting of models

• Used “Ensemble” model averaging to improve prediction

• Used bias weighting of misclassified cases to further improve 

prediction



Copyright © 2010 SAS Institute Inc. All rights reserved.

TOM.DONNELLY@JMP.COM

Thanks.

Questions or comments?


